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Objectives: This study quantitatively assesses how cochlear implants 
(CIs) and vocoder simulations of CIs influence the identification of lin-
guistic and emotional prosody in nontonal languages. By means of 
meta-analysis, it was explored how accurately CI users and normal-
hearing (NH) listeners of vocoder simulations (henceforth: simulation 
listeners) identify prosody compared with NH listeners of unprocessed 
speech (henceforth: NH listeners), whether this effect of electric hearing 
differs between CI users and simulation listeners, and whether the effect 
of electric hearing is influenced by the type of prosody that listeners 
identify or by the availability of specific cues in the speech signal.

Design: Records were found by searching the PubMed Central, Web 
of Science, Scopus, Science Direct, and PsycINFO databases (January 
2018) using the search terms “cochlear implant prosody” and “vocoder 
prosody.” Records (published in English) were included that reported 
results of experimental studies comparing CI users’ and/or simulation 
listeners’ identification of linguistic and/or emotional prosody in non-
tonal languages to that of NH listeners (all ages included). Studies that 
met the inclusion criteria were subjected to a multilevel random-effects 
meta-analysis.

Results: Sixty-four studies reported in 28 records were included in the 
meta-analysis. The analysis indicated that CI users and simulation listen-
ers were less accurate in correctly identifying linguistic and emotional 
prosody compared with NH listeners, that the identification of emotional 
prosody was more strongly compromised by the electric hearing speech 
signal than linguistic prosody was, and that the low quality of transmis-
sion of fundamental frequency (f0) through the electric hearing speech 
signal was the main cause of compromised prosody identification in CI 
users and simulation listeners. Moreover, results indicated that the ac-
curacy with which CI users and simulation listeners identified linguistic 
and emotional prosody was comparable, suggesting that vocoder simu-
lations with carefully selected parameters can provide a good estimate 
of how prosody may be identified by CI users.

Conclusions: The meta-analysis revealed a robust negative effect of elec-
tric hearing, where CIs and vocoder simulations had a similar negative 
influence on the identification of linguistic and emotional prosody, which 
seemed mainly due to inadequate transmission of f0 cues through the 
degraded electric hearing speech signal of CIs and vocoder simulations.

Key words: Cochlear implants, Perception, Prosody, Vocoder 
simulations.

(Ear & Hearing 2020;41;1092–1102)

INTRODUCTION

Cochlear implants (CIs) are auditory prostheses that can 
partially restore hearing in individuals with severe to profound 
hearing loss by using electrodes to stimulate the auditory nerve 
directly via electric current. However, the speech signal trans-
mitted through a CI is highly lacking in fine spectrotemporal 
detail, compromising the identification of speech, especially 
in complex listening scenarios such as noisy environments or 
multiple-talker situations (Shannon et al. 2004; Pisoni 2005; 
Başkent et al. 2016b; Plack 2018). Previous research has shown 
that compared with normal-hearing (NH) listeners of unproc-
essed speech, CI users or NH listeners of speech degraded 
with acoustic simulations of CIs through vocoder simulations 
are less accurate in correctly identifying segmental elements 
of speech (e.g., Green et al. 2005; Luo & Fu 2009; Luo et al. 
2009), speech in noise (e.g., Meister et al. 2011a; van Zyl & 
Hanekom 2013), speaker gender (e.g., Fu et al. 2004, 2005; 
Meister et al. 2009; Fuller et al. 2014b), lexical tone in tonal 
languages (e.g., Lee et al. 2002; Peng et al. 2017; Wang et al. 
2011), and prosodic elements of speech (in nontonal languages) 
such as linguistic prosody and emotional prosody (e.g., Luo et 
al. 2007; Torppa et al. 2010; Meister et al. 2011b; Chatterjee et 
al. 2015). To focus on linguistic and emotional prosody in non-
tonal languages, relatively few studies have examined the influ-
ence of CIs or vocoder simulations on prosody identification 
and this influence has to date—to our knowledge—not yet been 
quantified. This study aims to provide a quantitative overview of 
these studies by quantifying the influence of the degraded elec-
tric hearing speech signal of CIs and degraded speech due to 
vocoder simulations on the identification of linguistic and emo-
tional prosody by means of a meta-analysis. This meta-analysis 
assesses whether the negative influence of CIs or vocoder simu-
lations on prosody identification found in individual studies is 
a valid and robust finding across studies. The magnitude of the 
effect will be determined by taking into account differences in 
the experimental design and sample sizes (i.e., CI research is 
typically limited in number of participants) of individual stud-
ies, providing a more comprehensive overview of how CIs or 
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vocoder simulations influence the identification of prosody than 
would be possible in individual studies.

Prosody forms an important part of spoken language. The 
focus in this study is on two forms of prosody, namely lin-
guistic prosody and emotional prosody in nontonal languages. 
Linguistic prosody conveys information on the syntactic and 
semantic properties of speech and contributes to a listener’s 
ability to identify boundaries between syllables and words, as 
well as affecting the identification of sentences influenced by 
for instance stress or sentence type. Emotional prosody conveys 
information on the emotional state of a speaker and contrib-
utes to a listener’s ability to identify this emotion (note that this 
can also be achieved through nonauditory cues such as facial 
expressions (e.g., Most & Aviner 2009; Chatterjee et al. 2015; 
Fengler et al. 2017), yet that is beyond the scope of the present 
study as the focus here is on auditory-only studies). These two 
forms of prosody utilize a common set of acoustic cues—most 
prominently fundamental frequency (f

0
), intensity, and duration, 

but also voice quality and utterance-wide variation in formant 
spacing—and listeners are able to draw on these cues when 
identifying the information conveyed by the different forms of 
prosody (Gussenhoven 2004; Raithel & Hielscher-Fastabend 
2004; Ladd 2008; Ladefoged & Johnson 2010; Belyk & Brown 
2014; Goedemans et al. 2018). Deficits in the ability to iden-
tify prosody—due to for instance inadequate access to acoustic 
cues—could have serious consequences for social development 
and social interactions or for speech categorization and lan-
guage acquisition (e.g., Raithel & Hielscher-Fastabend 2004; 
Geers et al. 2013; Belyk & Brown 2014; Chatterjee et al. 2015). 
Compared with NH listeners of unprocessed speech (hence-
forth: NH listeners), CI users are at a disadvantage in their 
ability to identify prosody due to inadequate access to some of 
these cues (note that this study focuses on f

0
, intensity, and dura-

tion only). That is, where NH listeners are able to use f
0
 decoded 

by either temporal or place cues, these cues are degraded in the 
electric hearing signal of CIs (Shannon et al. 2004; Pisoni 2005; 
Başkent et al. 2016b; Plack 2018). As a result, CI users show 
reduced ability in prosody identification when it heavily relies 
on f

0
. Similarly, though to a lesser extent, CI users also show 

reduced ability in prosody identification when it heavily relies 
on intensity (Shannon 2002; Moore 2003; Drennan & Rubin-
stein 2008; Meister et al. 2011b). At the same time, CI users 
show an ability comparable to that of NH listeners when iden-
tification heavily relies on duration (Shannon 2002; Drennan & 
Rubinstein 2008; Meister et al. 2011b).

A recent study by van de velde et al. (2015) was the first—
and to our knowledge only—study that directly compared cue-
weightings for the identification of linguistic prosody and for 
the identification of emotional prosody in electric hearing [(also 
reported in the dissertation of van de velde (2017)]. The results 
of the study showed that listeners apply different cue-weighting 
strategies when identifying emotional prosody than when iden-
tifying linguistic prosody; a benefit of one cue over the other 
was found for emotional but not for linguistic prosody. These 
cue-weighting strategies for each form of prosody were found 
to be the same for both the NH listeners of vocoder simula-
tions (henceforth: simulation listeners) and the NH listeners 
(i.e., control group) of the study. When identifying emotional 
prosody, both listener groups mainly relied on f

0
 differences 

(f
0
 mean, standard deviation, and range were larger for happy 

stimuli than for sad stimuli), thus attaching the heaviest weight 

to the cue f
0
. When identifying linguistic prosody (i.e., focus 

at phrasal level), however, there was no significant difference 
in how heavily listeners relied on f

0
 differences compared with 

how heavily they relied on duration differences (focused words 
were longer than nonfocused words), thus attaching an equal 
amount of weight to these cues. Given these differences in cue-
weighting strategies between the different forms of prosody, the 
difference in quality of transmission of the various cues through 
the electric hearing speech signal may lead to differences in 
how accurately linguistic prosody compared with emotional 
prosody is identified by CI users or simulation listeners. Indeed, 
the study by van de velde et al. (2015) has shown that the simu-
lation listeners were less accurate in correctly identifying emo-
tional prosody than in correctly identifying linguistic prosody; 
they attached the heaviest weight to f

0
 when identifying emo-

tional prosody yet f
0
 (decoded by either temporal or place cues) 

is degraded in the electric hearing signal (Shannon 2002; Moore 
2003; Drennan & Rubinstein 2008; Meister et al. 2011b). This 
suggests that when CI users or simulation listeners do not adjust 
their cue-weighting strategies to accommodate the degradation 
of f

0
 in the signal by attaching more weight to cues that are not 

degraded (e.g., duration; sad stimuli were longer than happy 
stimuli)—similar trade-off relationships have been observed in 
previous research (e.g., Peng et al. 2012)—they identify emo-
tional prosody less accurately than linguistic prosody.

Furthermore, accommodation to low-quality transmission 
of cues may differ between CI users and simulation listeners, 
as the identification of the information conveyed through the 
electric hearing speech signal is—in addition to the quality of 
the signal—also influenced by the perceptual and cognitive 
mechanisms of the listeners. CI users are, for instance, affected 
by physiological changes resulting from hearing loss, leading 
to differences in the functioning of the auditory and language 
processing systems between CI users and simulation listeners 
(Pisoni 2005; Başkent et al. 2016a,b; Wagner et al. 2019). That 
said, CI users have more experience with the electric hearing 
speech signal and may therefore be more accustomed to ac-
commodating the low quality of transmission of certain cues 
compared with simulation listeners. Yet, CI-user studies and 
vocoder-simulation studies have revealed similar results for 
these groups with respect to the accuracy with which they iden-
tify prosody (van de velde 2017), suggesting that despite the 
differences in functioning of the auditory and language pro-
cessing systems between these groups and the differences in 
experience with the degraded signal, the accuracy of identifi-
cation may be comparable. vocoder simulations with carefully 
selected parameters thus seem to provide a good estimate of 
how prosody may be identified by CI users, with the caveat that 
they are not capable of revealing all details of underlying mech-
anism differences.

This article reports the results of a meta-analysis quantifying 
the influence of CIs and vocoder simulations on the identifica-
tion of linguistic and emotional prosody in nontonal languages. 
The main objective of the analysis was to assess how the ac-
curacy with which CI users and simulation listeners identify 
the information conveyed by the different forms of prosody 
compares to the accuracy with which NH listeners identify 
this information (hereafter: effect of electric hearing). It was 
predicted that CI users and simulation listeners are less accu-
rate in correctly identifying linguistic and emotional prosody 
than NH listeners, presumably due to degradations in fine 
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spectrotemporal detail (Shannon 2002; Raithel & Hielscher-
Fastabend 2004; Shannon et al. 2004; Pisoni 2005; Belyk & 
Brown 2014; Başkent et al. 2016b; Plack 2018). Moreover, 
quantitative evidence was sought in support of the methodolog-
ical suitability of vocoder simulations in studies on the effect of 
electric hearing by investigating whether vocoder stimulations 
provide an adequate estimate of the influence of CIs on prosody 
identification. It was predicted that the effect of electric hearing 
does not differ between studies with CI user and studies with 
simulation listeners, which would suggest that—despite the dif-
ferences in functioning of the auditory and language processing 
systems between these listener groups and the differences in 
experience with the degraded signal (Pisoni 2005; Başkent et 
al. 2016a,b; Wagner et al. 2019)—accuracy scores of simula-
tion listeners for vocoder simulations with carefully selected 
parameters that are thought to provide an adequate estimation 
of CI hearing may still be a good model of accuracy scores of 
CI users. Additional objectives of the analysis were to assess 
whether the effect of electric hearing differs between linguistic 
and emotional prosody or between unmanipulated and manipu-
lated stimuli, focusing on the availability of the acoustic cues 
f
0
, intensity, and duration. It was predicted that, if the results 

found by van de velde et al. (2015) are robust across prosody 
identification studies, the identification of emotional prosody is 
even more strongly compromised for the CI users and simula-
tion listeners compared with NH listeners than the identification 
of linguistic prosody due to the heavy weight that is attached 
to f

0
—the cue that is degraded in the electric hearing signal—

during the identification of emotional prosody (Moore 2003; 
Drennan & Rubinstein 2008; Meister et al. 2011b; van de velde 
et al. 2015). Last, it was predicted that when prosody is sig-
naled through f

0
 differences, CI users or simulation listeners are 

less accurate in correctly identifying prosody compared with 
NH listeners, whereas when it is not signaled through f

0
 differ-

ences (e.g., if f
0
 is normalized by flattening the f

0
 contour or by 

using a noninformative f
0
 contour), there will be no significant 

differences between these groups. This is due to the fact that f
0
 

is degraded in the electric hearing signal, resulting in reduced 
ability in prosody identification when it is signaled through f

0
. 

Yet, when prosody identification is signaled through cues that 
are not degraded in the electric hearing signal, identification 
accuracy will be comparable between CI users or simulations 
listeners and NH listeners.

MATERIALS AND METHODS

Literature Search and Inclusion Criteria
Figure 1 outlines the search and selection strategies used in 

the meta-analysis. Records were found by searching the elec-
tronic databases PubMed Central, Web of Science, Scopus, 
Science Direct, and PsycINFO (January 2018) using the search 
terms “cochlear implant prosody” (662 hits across all data-
bases) and “vocoder prosody” (198 hits across all databases). 
After removal of duplicates and of announcements, conference 
abstracts, indices, reference lists, and other nonrelevant texts, 
the records were screened according to the following inclusion 
criteria, selecting only:

•	 Studies with CI users or simulation listeners. As the main 
objective of the meta-analysis was to investigate the effect 
of CIs and of vocoder simulations on prosody identifica-
tion and not to investigate the effect of hearing impairment 

in itself or of hearing aids (HAs), studies with hearing-
impaired individuals that do not use a CI were excluded. 
Studies that grouped CI and HA users were also excluded.

•	 Studies on speech prosody, excluding studies on lexical 
tone, segmental elements of speech, and music prosody. 
Given the fact that the influence of musical aptitude or 
musical training on prosody perception in CI users or 
simulation listeners was not an objective of the present 
meta-analysis, studies that included musicians or musical 
training in speech prosody experiments were only included 
in the meta-analysis if there was a control nonmusician 
group or a group that did not receive musical training.

•	 Experimental studies, excluding theoretical papers and re-
view papers.

•	 Studies on group data, excluding case studies.
•	 Records published in English.
•	 Studies with NH controls, as the effect of electric hearing 

under investigation in the present meta-analysis is defined 
as how the accuracy with which CI users and simulation 
listeners identify the information conveyed by the differ-
ent forms of prosody compares to the accuracy with which 
NH listeners identify this information.

•	 Studies on prosody identification. Any studies looking 
only at prosody production were excluded. When records 
consisted of both perception and production experiments, 
only the perception experiments were included, provided 
they were identification tasks.

•	 Studies without any other confounding factors such as 
white-noise, as perceptual influences on prosody identifi-
cation accuracy other than that of CIs and vocoder simula-
tions was not an objective of the present meta-analysis. 
Studies with manipulated stimuli were only included if 
the stimuli were manipulated along one or more of the 
acoustic cues f

0
, intensity, and duration, in which case the 

manipulations were included as moderator variables (see 
Moderator Analysis).

•	 Studies on linguistic or emotional prosody (or both) 
in nontonal languages, excluding studies on indexical 
prosody (e.g., gender or speaker identification), as the 
main objective of the analysis was to investigate the iden-
tification of the information conveyed by forms of prosody 
that provide the listener with details on the syntactic and 
semantic properties of speech and on the emotional state 
of the speaker, and not on the identity of the speaker. 
Specifically, the aim was to investigate the accuracy with 
which CI users and simulation listeners identify prosody 
irrespective of speaker characteristics.

In total, 29 records met these criteria. By carefully review-
ing the reference lists of each of these 29 records in search of 
previously unidentified eligible records (i.e., records that were 
not found by searching the electronic databases), five additional 
records were identified which fit the inclusion criteria. A total 
of 34 eligible records were subsequently assessed for the avail-
ability of statistical data required for the calculation of effect 
sizes (i.e., means and standard deviations of identification accu-
racy scores and sample sizes of the groups). If the data were not 
reported in the paper, the authors were contacted for additional 
information. Only studies with all the statistical data available—
either reported in the article or provided by the authors—were 
included in the meta-analysis (n = 28).



 EvERHARDT ET AL. / EAR & HEARING, vOL. 41, NO. 5, 1092–1102 1095

Many of the records selected for inclusion in the meta-analy-
sis consisted of multiple studies, each containing its own condi-
tion or comparison. Breaking down each record into its relevant 
component studies—only including those components that met 
the inclusion criteria discussed above—resulted in a total of 64 
studies available for analysis. These component studies all meas-
ured prosody perception by means of a single interval forced 
choice (1IFC) identification task with the number of alternative 
forced choices (AFCs) ranging from 2 to 6. various measures 
of identification scores were used (e.g., percentage correct, pro-
portion correct, d’). Stimuli consisted of single words, phrases, 
or complete sentences and covered a wide range of nontonal 
languages. In some studies, the stimuli were manipulated along 
one or more of the cues f

0
, intensity, and duration. Details of the 

experimental design of all records and their relevant component 
studies can be found in Table, Supplemental Digital Content 1, 
http://links.lww.com/EANDH/A631.

Effect Size Calculations
Means and standard deviations of the identification accu-

racy scores and sample sizes of the groups (i.e., CI users and/or 
simulation listeners and the NH listeners) were extracted (either 
from the paper or provided by the authors) for each relevant 
component study of the records outlined in Table, Supplemental 
Digital Content 1, http://links.lww.com/EANDH/A631. Effect 
sizes were calculated as standardized mean differences in iden-
tification accuracy scores between groups using the d family; as 
Cohen’s d gives a biased estimate of the effect size, especially 
for studies with small sample sizes, effect sizes were calculated 
as the unbiased corrected effect size Hedges’ g (Borenstein et 
al. 2009; Cumming 2012; Lakens 2013). The unbiased correc-
tion Hedges’ g was computed from Cohen’s d using correction 
factor J and the variance of Hedges’ g (V

g
) was computed from 

the variance of Cohen’s d (V
d
) using the squared correction fac-

tor J (J2; Borenstein et al. 2009).

Records excluded (n = 52)
- No NH controls (n = 29)
- No (prosody) perception (n = 15)
- Speech in noise (n = 1)
- Non-linguistic/emotional prosody (n = 7)

Records identifi ed through databases search
(n = 860)

Records after removal of duplicates
(n = 632)

Records screened on 
titles and abstracts

(n = 632)

Records excluded (n = 551)
- Abstracts, indices, etc. (n = 44)
- No CI/vocoder (n = 378)
- No (speech) prosody (n = 118)
- Non-experimental (n = 8)
- Case studies (n = 2)
- Non-English articles (n = 1)
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Records included in meta-analysis 
(n = 28)

References meeting 
inclusion criteria

(n = 5)

Full-text records 
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(n = 81)

Records checked for 
availability statistical data

(n = 34)

Records meeting 
inclusion criteria 

(n = 29)
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previously unidentifi ed

eligible references
(n = 29)

Records exluded (n = 6)

Fig. 1. Flowchart illustrating the search and selection strategies used to select the records to be included in the meta-analysis.
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Effect sizes for the between-subject design studies included 
in the present meta-analysis (i.e., studies comparing scores of 
CI users with those of NH listeners) were calculated as Hedges’ 
g

s
 from Cohen’s d

s
, with the pooled standard deviation as the 

standardizer of Cohen’s d
s
 (Borenstein et al. 2009; Lakens 

2013). The degrees of freedom (df) of correction factor J for 
between-subject design studies was n

1
 + n

2
 – 2, where n

1
 and 

n
2
 represent the sample sizes of the two groups (Borenstein 

et al. 2009). Effect sizes for the within-subject design studies 
included in the meta-analysis (i.e., studies comparing scores 
of NH individuals listening to vocoded speech to scores of 
those same NH individuals listening to unprocessed speech) 
were calculated as Hedges’ g

av
 from Cohen’s d

av
, with the av-

erage standard deviation of both measures as the standardizer 
of Cohen’s d

av
 (Cumming 2012). This is the optimal effect size 

calculation for within-subject design data when the correlation  
(r) between the dependent measures is not available (Lakens 
2013). The df of correction factor J for within-subject de-
sign studies was n – 1, where n represents the number of pairs 
(Borenstein et al. 2009).

Statistical Analyses
Traditional meta-analytic models assume that there is no 

dependency between effect sizes and that each study contrib-
utes only one effect size to the model (Borenstein et al. 2009; 
Konstantopoulos 2011; Cheung 2015). Such models can be 
considered as two-level models with two sources of variance: 
sampling variance of the observed effect sizes at level 1 and 
variance between studies at level 2 (Cheung 2014, 2015; Assink 
& Wibbelink 2016). It is, however, possible for a single study 
to contribute multiple correlated effect sizes to the model, such 
as in studies with multiple outcomes or multiple comparison 
groups (Borenstein et al. 2009; Konstantopoulos 2011; Cheung 
2015). In this case, the dependency between the effect sizes can 
be dealt with by allowing for correlation between effect sizes 
within a single study (or specified cluster) through the addition 
of a third level to the meta-analytic model. Such a multilevel 
meta-analytic model with three sources of variance models 
sampling variance of the observed effect sizes at level 1, var-
iance between effect sizes from the same study or cluster (i.e., 
within-study variance) at level 2, and variance between studies 
or clusters (i.e., between-study variance) at level 3 (Konstanto-
poulos 2011; Cheung 2014, 2015; Assink & Wibbelink 2016).

The present meta-analysis included effect sizes of 64 com-
ponent studies extracted from 28 records; some records contrib-
uted only one effect size to the model whereas others contributed 
multiple effect sizes (see Table, Supplemental Digital Content 
1, http://links.lww.com/EANDH/A631). For the records con-
tributing multiple effect sizes to the model, the dependency 
between the effect sizes was either related to the overlap in 
participants (when the same participants performed differ-
ent tasks; e.g., Kalathottukaren et al. 2015) or to the overlap 
in experimental design (when different participant groups per-
formed the exact same task; e.g., Chatterjee et al. 2015). Fur-
thermore, in some cases, there was dependency between effect 
sizes from different records, as multiple records from the same 
first author were included in the meta-analysis in which there 
was participant overlap. This was the case for the records by 
Meister et al. (2009, 2011b) and for the records by van Zyl and 
Hanekom (2013) and van Zyl (2014). Records with overlap in 

participants were pooled into a single cluster. The records by 
Fuller et al. (2014) and by Gilbers et al. (2015) were therefore 
also pooled into one cluster, given the large overlap in partici-
pants as reported by Gilbers et al. (2015). The records by Peng 
et al. (2008, 2012), however, were not pooled into one cluster, as 
there was no overlap in participants, nor in experimental design. 
This resulted in 28 records being pooled into 25 clusters. To 
account for the dependency between the effect sizes of studies 
from the same cluster, the effect sizes were subjected to a mul-
tilevel meta-analytic model with the within-study variance be-
tween effect sizes from the same cluster modeled at level 2 and 
the between-study variance between clusters modeled at level 3.

The multilevel random-effects (MLRE) model was modeled 
with restricted maximum-likelihood estimation using the rma.
mv function of the metaphor package (version 2.1-0; viecht-
bauer 2010b) in the R environment. The within-study variance 
and between-study variance were added as random effects to the 
model. The use of a random-effects approach is warranted be-
cause of the large variability in experimental design between the 
studies (Thompson & Higgins 2002; Field & Gillett 2010) and 
the assumption that the selected studies are a random sample 
of studies (Borenstein et al. 2009; viechtbauer 2010a). The test 
statistics were based on the t-distribution (Knapp & Hartung 
2003; viechtbauer 2010a; Assink & Wibbelink 2016). The dis-
tribution of the variance over the three levels of the multilevel 
models was determined using the formulas of Cheung (2014) 
implemented into R syntax by Assink and Wibbelink (2016). 
The significance of the heterogeneity of within-study variance 
(at level 2) and between-study variance (at level 3) was deter-
mined by one-sided log-likelihood-ratio-tests, comparing the 
fit of the full three-level model with the fit of a reduced two-
level model excluding either the within-study variance or the 
between-study variance (Assink & Wibbelink 2016).
Influential Outliers • The effect sizes of the MLRE model 
were evaluated for potential influential cases and outliers, 
as they could affect the validity and robustness of the results 
(viechtbauer & Cheung 2010). Influential cases were defined 
in terms of the diagonal elements of the hat matrix (i.e., hat 
values). Outliers were defined in terms of standardized residu-
als. Effect sizes were removed if they were identified as both an 
influential case and as an outlier (i.e., influential outliers). Influ-
ential outliers were identified if the hat values were greater than 
two times the average hat value and if the standardized residual 
values exceeded three standard deviations from the mean (Ste-
vens 1984; viechtbauer & Cheung 2010; Aguinis et al. 2013).
Missing Data • The validity of the results of a meta-analysis 
is highly dependent on the underlying data and is sensitive to 
missing data. Missing data can, for instance, be due to publi-
cation bias, which occurs when the publication of research 
depends on the statistical significance of the results of the 
study. That is, studies reporting statistically significant results 
are more likely to be published than studies reporting nonsig-
nificant results. Missing data can also be due to other forms of 
bias that influence the search process, such as language bias, 
availability bias, duplication bias, or citation bias (Hopewell et 
al. 2005; Borenstein et al. 2009). Bias in meta-analyses is asso-
ciated with funnel plot asymmetry (Egger et al. 1997). The pos-
sibility of missing data in the present meta-analysis due to any 
form of bias was evaluated with Egger’s regression test, which 
measures funnel plot asymmetry (Egger et al. 1997; Sterne & 
Egger 2005). Egger’s regression test was conducted by adding 

http://links.lww.com/EANDH/A631
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the standard error (SE) of the effect sizes as a moderator to the 
MLRE model. A significant estimate of the intercept was con-
sidered evidence for funnel plot asymmetry, which would indi-
cate that there was missing data in the meta-analysis and that the 
results of the MLRE model would be influenced by bias.
Moderator Analysis • The MLRE model was extended to 
a mixed-effects model to investigate whether predetermined 
variables can be identified as moderators of the effect size es-
timate. That is, in case of significant within-study variance 
and between-study variance, the variability in effect sizes can-
not solely be attributed to sampling variance. A mixed-effects 
model can be used to determine whether the variance at the dif-
ferent levels of the MLRE model could be explained by any 
(or all) of the moderator variables (Assink & Wibbelink 2016). 
Furthermore, the mixed-effects model was also used to explore 
the additional objectives identified for the present meta-analysis 
(see Introduction), namely whether the effect of electric hear-
ing differs between CI users and simulation listeners, between 
linguistic and emotional prosody, or between unmanipulated 
and manipulated stimuli, focusing on the availability of the 
acoustic cues f

0
, intensity, and duration. The following factors 

were therefore included as moderator variables in the mixed-
effects model: (a) group: CI users versus simulation listeners, 
(b) prosody: linguistic versus emotional, (c) stimuli: unmanipu-
lated versus manipulated, (d) f

0
: unmanipulated versus normal-

ized, (e) intensity: unmanipulated versus normalized, and (f) 
duration: unmanipulated versus normalized.

Note that age is often an inherent factor in CI research, as 
two main groups of CI users are children who are prelingually 
deafened and implanted at a young age and older individuals 
who are postlingually deafened and implanted at a relatively ad-
vanced age (Blamey et al. 2013; Tobey et al. 2013; Dunn et al. 
2014). Implanted children will develop their auditory percep-
tual skills via the implant, which will be shaped by degraded 
sound input, as well as the neural plasticity period during child-
hood (Sharma et al. 2005). Often, under ideal conditions of no 
comorbidity and no other health-related complications, these 
children develop strong linguistic skills, yet, likely their per-
ceptual skills differ from both NH children and postlingual CI 
adults. For older adults, speech perception may be affected by 
age-related perceptual and cognitive changes, yet, especially in 
vocoder studies, often there is a discrepancy in age ranges of 
participant groups, due to difficulties in recruiting normal-hear-
ing older adults (Bhargava et al. 2016). In this meta-analysis of 
prosody identification studies, however, age was not included 
as a moderator variable, for several reasons. First, this was not 
the focus of the analysis. But also, second, in an earlier version 
of the mixed-effects model, when the factor age (categorized 
into children studies and adult studies) was included as a mod-
erator variable, there was no significant influence on the effect 
size estimate and age as a factor was therefore excluded. Simi-
larly, language was also not included as a moderator variable, as 
this was also not the focus of the analysis. Although the studies 
included in this meta-analysis cover a wide range of nontonal 
languages and the focus of the analysis was the identification 
of prosody in nontonal languages, the question of how this may 
differ between different nontonal languages was not an objec-
tive identified for the present meta-analysis. Moreover, in an 
earlier version of the mixed-effects model, when the factor lan-
guage was included as a moderator variable, there was also no 

significant influence on the effect size estimate and language as 
a factor was therefore also excluded.

The multilevel mixed-effects (MLME) model with the fac-
tors group, prosody, stimuli, f

0
, intensity, and duration as moder-

ator variables was modeled with restricted maximum-likelihood 
estimation using the rma.mv function of the metaphor package 
(version 2.1-0; viechtbauer 2010b) in the R environment. The 
intercept of the MLME model was set to reflect the effect size of 
studies in which CI users identify emotional prosody with unma-
nipulated stimuli. In addition, to determine the significance of 
the moderating effect of individual moderator variables, sepa-
rate MLME models each including only one factor were mod-
eled. The influence of moderator variables on the effect size 
estimate was determined with an omnibus test; the test yields 
a significant result if at least one regression coefficient deviates 
from zero. If the coefficient of a variable significantly deviates 
from zero, that variable has a significant moderating effect on 
the effect size estimate. The omnibus tests of the MLME mod-
els followed the F-distribution (Knapp & Hartung 2003; viech-
tbauer 2010a; Assink & Wibbelink 2016). The distribution of 
the variance and the significance of the heterogeneity of within-
study variance (at level 2) and between-study variance (at level 
3) was determined in the same manner as for the MLRE model.

RESULTS

Figure 2 illustrates the effect sizes of the influence of CIs 
and vocoder simulations on the identification of prosody (i.e., 
effect of electric hearing) for each component study. Nega-
tive effect sizes denote a negative effect of electric hearing 
on prosody identification, meaning that prosody identification 
with electric hearing is less accurate than prosody identification 
with normal acoustic hearing. Positive effect sizes denote that 
prosody identification is more accurate with electric hearing 
than with acoustic hearing. The MLRE model (k = 64) revealed 
a combined Hedges’ g effect size estimate of –1.84 [SE = 0.21, 
95% CI (–2.25, –1.43)], a large effect size which reached sig-
nificance [t(63) = –8.95, p < 0.001]. This indicates that electric 
hearing had a negative effect on prosody identification and thus 
that CI users and simulation listeners identified linguistic and 
emotional prosody less accurately than NH listeners.

Assessment of the distribution of the total variance over the 
three levels of the MLRE model showed that 10.4% of the total 
variance can be attributed to the sampling variance at level 1, 
that 44.1% of the total variance can be attributed to differences 
in effect sizes from the same cluster (i.e., within-study variance) 
at level 2, and that 45.5% of the total variance can be attributed 
to differences between clusters (i.e., between-study variance) at 
level 3. The one-sided log-likelihood-ratio tests revealed signif-
icant variance at both level 2 (p < 0.001) and level 3 (p < 0.001), 
indicating that the variability in effect sizes cannot solely be 
attributed to sampling variance. The extension of the MLRE 
model to the MLME was therefore warranted; the MLME 
model can determine whether the within-study or between-
study variance can be explained by moderator variables.

Outlier and influential case analyses did not detect any in-
fluential outliers in the dataset. The analysis did identify two 
component studies (Chatterjee et al. 2015, study no. 2.2; Luo 
et al. 2007, study no. 10.1) as outliers (i.e., standardized re-
sidual values of –3.83 and –3.38, respectively), yet neither of 
these outliers was identified as influential because the effect 
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size hat values of these studies did not exceed two times the 
average hat value (i.e., 0.57 and 0.89, respectively). The validity 

and robustness of the results of the MLRE model were there-
fore not affected by influential outliers. The Egger’s regression 
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Fig. 2. Effect sizes and 95% CIs of studies included in the meta-analysis. Symbol size reflects sample size. Combined Hedges’ g effect size estimates, 95% 
CI, SE, and test statistics of the MLRE models are shown for cochlear implant studies, for vocoder studies, and for all studies. CI indicates confidence interval; 
MLRE, multilevel random-effects; SE, standard errors.
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test, however, did reveal asymmetry in the data [t(62) = 2.11,  
p = 0.039], indicating that there was missing data and that the 
findings of the MLRE model were influenced by bias.

Moderator Variables
The omnibus test of the MLME model (k = 64) with the 

factors group, prosody, stimuli, f
0
, intensity, and duration as 

moderator variables revealed that the effect size estimate was 
moderated by at least one of the included variables [F(6, 57) = 
5.05, p < 0.001]. The intercept (i.e., set to reflect the effect size 
of studies in which CI users identify emotional prosody with 
unmanipulated stimuli) significantly deviated from zero [–2.33, 
SE = 0.27, 95% CI (–2.86, –1.80); t(57) = –8.77, p < 0.001]. 
The MLME model revealed two factors that significantly influ-
enced this effect size estimate: studies with linguistic prosody 
decreased the magnitude of the effect size by 0.76 [SE = 0.28, 
95% CI (0.19, 1.32); t(57) = 2.68, p = 0.010] and studies in 
which f

0
 of the stimuli was normalized decreased the magni-

tude of the effect size by 1.79 [SE = 0.58, 95% CI (0.62, 2.96); 
t(57) = 3.07, p = 0.003]. Both linguistic prosody and normalized  
f
0
 thus had a robust and unique moderating effect on the effect 

of electric hearing. The other factors (i.e., group, stimuli, inten-
sity, and duration) had no significant influence on the effect size 
estimate, as none of the regression coefficients of these factors 
significantly deviated from zero. This finding was corroborated 
by the omnibus tests of the separate MLME models for these 
factors, as none of these yielded a significant result.

Important to note is that the test for residual heterogeneity of 
the MLME model also reached significance [Q

E
(57) = 287.20, 

p < 0.001], indicating that there is significant unexplained vari-
ance left. Of the total variance of the MLME model, 14.2% can 
be attributed to sampling variance, 33% to within-study vari-
ance, and 52.9% to between-study variance. The one-sided log-
likelihood-ratio tests revealed significant within-study variance 
(p < 0.001) and significant between-study variance (p = 0.001). 
The moderator variables included in this MLME model thus did 
not account for all the variance between effect sizes, suggesting 
that there are additional moderator variables not accounted for 
in this MLME model that are likely to be important. This is, 
however, beyond the scope of this study.
Effect of Prosody • The omnibus test of the MLME model (k 
= 64) with only the factor prosody confirmed that the effect size 
estimate was moderated by the type of prosody listeners had 
to identify [F(1, 62) = 10.99, p = 0.002]. The MLME model 
revealed that the (negative) combined Hedges’ g effect size esti-
mates significantly deviated from zero in both studies in which 
listeners had to identify linguistic prosody [–1.38, SE = 0.21, 
95% CI (–1.81, –0.96); t(62) = –6.47, p < 0.001] and studies in 
which listeners had to identify emotional prosody [–2.39, SE 
= 0.25, 95% CI (–2.88, –1.90); t(62) = –9.77, p < 0.001]. Fur-
thermore, the combined Hedges’ g effect size was significantly 
smaller for studies where listeners had to identify linguistic 
prosody than for studies where listeners had to identify emotional 
prosody [1.01, SE = 0.30, 95% CI (0.40, 1.61); t(62) = –3.32,  
p = 0.002]. This indicates that CI users and simulation listeners 
identify both linguistic and emotional prosody less accurately 
than NH listeners and that electric hearing has an even bigger 
negative effect on the identification of emotional prosody than 
on the identification of linguistic prosody.

Effect of f
0
 • The omnibus test of the MLME model (k = 64) 

with only the factor f
0
 confirmed that the effect size estimate 

was moderated by f
0
 of the stimuli the listeners had to identify  

[F(1, 62) = 20.50, p < 0.001]. The MLME revealed that the com-
bined Hedges’ g effect size estimates significantly deviated from 
zero in studies where f

0
 of the stimuli listeners had to identify 

was unmanipulated [–1.89, SE = 0.19, 95% CI (–2.27, –1.50); 
t(62) = –9.79, p < 0.001] but not for studies where f

0
 of the stim-

uli listeners had to identify was normalized [0.13, SE = 0.47,  
95% CI (–0.81, 1.07); t(62) = 0.28, p = 0.779], where normal-
ization was either done by flattening the f

0
 contour (Marx et al. 

2015, study no. 12.2) or by using a noninformative f
0
 contour 

(van de velde et al. 2017, study no. 26.3 and study no. 26.6). 
Furthermore, the effect size was significantly smaller for studies 
where f

0
 of the stimuli listeners had to identify was normalized 

than for the studies where f
0
 of the stimuli listeners had to iden-

tify was unmanipulated [2.02, SE = 0.45, 95% CI (1.13, 2.91); 
t(62) = 4.53, p < 0.001]. This indicates that CI users and sim-
ulation listeners identify linguistic and emotional prosody less 
accurately than NH listeners when f

0
 of the stimuli is unmanipu-

lated, but that when f
0
 of the stimuli is normalized, the accuracy 

of identification does not significantly differ between electric 
and acoustic hearing.

DISCUSSION

The meta-analysis reported in this article quantitatively 
demonstrates that CIs and vocoder simulations have a large 
and significant negative effect on the identification of prosody, 
where CI users and simulation listeners are less accurate in 
correctly identifying linguistic and emotional prosody in 
nontonal languages than NH listeners. This negative effect 
of electric hearing is consistent with previous research that 
has shown that, compared with NH listeners, CI users and 
simulation listeners are less accurate in correctly identifying 
various elements of speech, such as segmental elements of 
speech, speech in noise, speaker gender, lexical tone, as well 
as prosody (e.g., Shannon 2002; Shannon et al. 2004; Green 
et al. 2005; Pisoni 2005; Meister et al. 2011a,b; Fuller et al. 
2014b; Başkent et al. 2016b; Plack 2018). Moreover, the anal-
ysis revealed that the effect size estimate was not moderated 
by group and thus that the effect of electric hearing did not 
significantly differ between CI users and simulation listeners. 
That is, the effect size estimate for studies comparing prosody 
identification accuracy of CI users with NH listeners did not 
significantly differ from the effect size estimate for stud-
ies comparing the accuracy of simulation listeners with NH 
listeners. This suggests that (averaging over vocoder param-
eters and CI settings) the vocoder simulations of the vocoder 
studies influenced prosody identification similarly to how the 
CIs of the CI studies influenced prosody identification. More-
over, given the comparable effect of electric hearing between 
CI-user studies and simulation-listener studies, the prosody 
identification deficiency can mainly be attributed to the elec-
tric hearing signal of CIs and CI simulations; any differences 
that can be identified between these listener groups did not 
significantly influence the effect of electric hearing. On the 
one hand, it could be argued that CI users may have a dis-
advantage with speech identification as they are affected by 
physiological changes resulting from hearing loss, leading to 
differences in the functioning of the auditory and language 
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processing systems between CI users and simulation listeners. 
On the other hand, it could be argued that CI users may have 
an advantage over simulation listeners as they may be more 
accustomed to accommodating the low quality of transmis-
sion of the acoustic cues (Pisoni 2005; Başkent et al. 2016a,b; 
Wagner et al. 2019). Yet, despite all these differences between 
the listener groups, the end-result of the specific effect of elec-
tric hearing studied here (i.e., prosody identification, not tak-
ing nonauditory factors into account) was comparable. This 
finding provides quantitative evidence in support of the meth-
odological suitability of vocoder simulations in these studies 
investigating the effect of electric hearing. vocoder simula-
tions with carefully selected parameters thus could provide an 
adequate estimate of the effect of CIs on prosody identifica-
tion and may therefore be regarded as an appropriate method-
ological tool for the investigation of the influence of CIs on 
prosody identification in the absence of CI users.

Furthermore, results revealed that the effect of electric hear-
ing may be modulated by prosody type. Namely, there was a 
significant difference in the effect of electric hearing depending 
on whether the CI users or simulation listeners were identifying 
linguistic prosody or emotional prosody; the identification of 
emotional prosody was more strongly compromised by CIs and 
vocoder simulations than linguistic prosody. One possible ex-
planation for this effect is the difference in cue-weighting strate-
gies between these two prosody types. A recent study has shown 
that both the NH and simulation listeners of that study attached 
the heaviest weight to the cue f

0
 when identifying emotional 

prosody, but that they attached an equal amount of weight to the 
cues f

0
 and duration for the identification of linguistic prosody 

(van de velde et al. 2015). It is therefore unsurprising that the 
identification of emotional prosody has a bigger negative effect 
of electric hearing than the identification of linguistic prosody, 
because f

0
 is degraded in the electric hearing signal of CIs and 

vocoder simulations, whereas the cue duration is not degraded 
(Moore 2003; Drennan & Rubinstein 2008; Meister et al. 2011). 
It should be noted that, despite the significantly larger nega-
tive effect of electric hearing on the identification of emotional 
prosody compared with linguistic prosody, the results of this 
meta-analysis showed that CIs and vocoder simulations have 
a large and significant negative effect on both the identifica-
tion of linguistic prosody and on the identification of emotional 
prosody. The identification of prosody, for both prosody types, 
is thus strongly compromised by electric hearing via CIs and 
vocoder simulations.

For a number of studies included in the meta-analysis (k = 
13) the stimuli were manipulated, whereas in the other stud-
ies (k = 51) the stimuli were unmanipulated. This distinction 
in itself did not lead to a significant difference in effect sizes. 
However, as it differed between studies which cue (i.e., f

0
, inten-

sity, or duration) was manipulated and whether the manipula-
tions were applied to only one or to multiple cues, the influence 
of stimuli manipulations on prosody identification for each 
acoustic cue individually was also analyzed. This analysis re-
vealed that the manipulation distinction (i.e., unmanipulated 
vs. normalized) does lead to significant differences in effect 
sizes for f

0
, but not for intensity or duration. Focusing on f

0
, a 

large and significant negative effect of electric hearing on the 
identification of prosody was found when f

0
 of the stimuli was 

unmanipulated. Yet, when f
0
 was normalized (i.e., by flattening 

the f
0
 contour or by using a noninformative f

0
 contour), electric 

hearing via CIs and vocoder simulations had a nonsignificant, 
small positive effect on the identification of prosody. As it hap-
pens, the three studies in which f

0
 of the stimuli was normalized 

were the only studies included in our meta-analysis that yielded 
a positive effect of electric hearing (Marx et al. 2015, study no. 
12.2, which used flattened f

0
 contours; van de velde et al. 2017, 

study no. 26.3 and study no. 26.6, which used noninformative 
f
0
 contours). Yet, it should be noted that this effect did not reach 

significance. As such, it can be inferred from these results that 
CI users and simulation listeners are approximately equally ac-
curate in correctly identifying linguistic and emotional prosody 
as NH listeners when the cue f

0
 is normalized. A finding that can 

be explained by the fact that the degradation in fine spectrotem-
poral detail of speech transmitted by CIs and vocoder simula-
tions result in a low quality of transmission of f

0
 and f

0
 is thus 

degraded in the electric hearing signal (Moore 2003; Drennan 
& Rubinstein 2008; Meister et al. 2011b). When f

0
 is normal-

ized, the cue is also unavailable to NH listeners, thus providing 
them with the same acoustic information as CI users and simu-
lation listeners, resulting in comparable identification accuracy 
scores.

CONCLUSION

This meta-analysis revealed a robust negative effect of elec-
tric hearing for the identification of linguistic and emotional 
prosody. This effect did not differ between CI studies and vo-
coder studies, providing quantitative evidence for the meth-
odological suitability of vocoder simulations in studies on the 
effect of electric hearing. The analysis identified f

0
 as the cue 

with the biggest influence on the effect of electric hearing. It 
can be concluded from this analysis that prosody identifica-
tion is strongly compromised by electric hearing and that this 
is mainly due to the degradation of f

0
 in the electric hearing 

signal. Improvement of prosody identification for this target 
group can possibly be achieved by enhancing the quality of 
transmission of f

0
 cues in CIs, for example, by improving de-

vice or electrode design that can overcome limitations of audi-
tory nerve stimulation, or by training CI users and simulation 
listeners to adjust their cue-weighting strategies to more effec-
tively perceive degraded f

0
 cues and/or to make better use of 

other and more reliable cues.
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